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Abstract-An analysis of the impact fracture of a three-point-bend specimen made of 4340 steel is
performed using the finite element method (FEM). In the experiments performed by Sharpe er af.
[(1988) WNSIASD-88-02. The Johns Hopkins University Baltimore. Maryland] the crack tip open­
ing displacement (CTOD) 100 /lm behind a prefatigued crack tip was measured. The numerical
analyses performed to model this experiment used a thrce-dimensional mesh which accounted for
crack curvature and examined the role played by the residual plastic deformation as a result of the
precracking procedure and also the role played by material rate sensitivity of the flow stress. The
finite element simulation which included both precracking and strain rate sensitivity effects modeled
the CTOD well for the observed 10 liS. From this model. local stress and deformation fields can be
assessed. These indicate a significant increase in the impact fracture toughness over the quasi-static
toughness. Error estimates and other observations for experimentalists are made. based on different
FEM simulations.

I. INTRODUCTION

1.1. Background
The determination of the static fracture toughness has been defined by the ASTM

E 399 specification (American Society of Testing and Materials, 1983). However, the
determination of the dynamic fracture toughness, at rates in excess of I x 105 MPa m12 s-I,

continues to be under development. The difficulty in dynamic tests is the determination of
the fracture toughness from experimental observations and measuring the time at which
the crack initiates. Some fracture experiments have been designed to facilitate their use of
simplified analyses, including a quasi-static assumption (Hackett et al., 1987) and a single
stress wave analysis (Ravichandran and Clifton, 1989), while others require a fully dynamic
analysis (Douglas and Suh, 1990; Premack and Douglas, 1993). The techniques for deter­
mining fracture initiation include changes in a strain gage signal close to the crack tip
(Yokoyama and Kishida, 1988), A/C potential drop described by Giovanola (1985), dis­
torted caustic (Zehnder and Rosakis, 1990), a comparison of the observed and modeled
fracture specimen behavior (Douglas and Suh, 1990) and the use of the (quasi-static)
ASTM E 399 procedure in dynamic fracture. For ductile materials the i-integral is used to
quantify fracture toughness (Kanninen and Popelar, 1985).

When the time between the onset of loading and fracture initiation is long enough,
stress wave effects will no longer be dominant and a quasi-static analysis may be used to
relate the remote loading to the near-crack tip parameters. For a drop tower loaded three­
point-bend (3PB) beam-such as those experiments performed by Hackett et al. (1987)­
Nakamura et al. (1986a) quantified this critical time and showed that the i-integral derived
by Merkle et al. (1973) can be calculated from remote measures of load and crack mouth
opening displacement (CMOD). Costin et al. (1976) used an explosively generated single
tensile stress wave to load an annularly precracked round bar with a single tensile stress
wave at the cracked section. The load at the section was determined from upstream and
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downstream strain gages, while the CMOD was measured using a moire-based displacement
gage. Initiation was determined by the ASTM E 399 5% offset method and also by a change
in the shape of the reflected stress wave. The I-integral was computed from a quasi-static
expression derived by Merkle et al. (1973) and numerically verified as being appropriate
for the dynamic loading in this experiment by Nakamura et al. (l985a). Zehnder and
Rosakis (1990) used the method of caustics in drop tower loaded 3PB specimens of 4340
steel. Numerically generated caustics from a quasi-static, three-dimensional finite element
model were used to interpret the local stress state from the observed caustics, while the
change in the shape of the caustic was used as an indicator of crack growth. Loading rates
for these methods are on the order of I x 106 MPa mill S-2.

Loading a static crack by a single stress wave facilitates the use of expressions for the
local fields in terms of the magnitude of the load step derived by Thau and Lu (1971) or
Lee and Freund (1990), or simplifies the numerical analysis by reducing the model size.
Where the geometry or the loading is not well approximated by the ideal conditions assumed
for these expressions, the finite element or difference method may be used to compute the
stress intensity factor or I-integral. Ravichandran and Clifton (1989) modeled the impact
loading (by means of a plate impact facility) of a thin precracked disk as a single tensile
stress wave impinging on a semi-infinite crack using the finite difference method. Loading
rates were on the order of I x IO~ MPa m12 s- I. The experiment and analysis include
fracture initiation, crack growth and arrest and yield the energy release rate during propa­
gation. Homma et al. (1983) used a linear elastic, plane-stress finite element model of a
single edge notched specimen to determine the stress intensity factor by modeling the
applied load as a single tensile wave applied to the crack face. Initiation was determined by
applying successively greater loads until fracture was detected optically.

Numerical methods have been used when neither of the two previous methods (quasi­
static assumption and single stress-wave loading) are applicable. Krishnaswamy et al.
(1988) used a dynamic, three-dimensional finite element analysis of a drop tower loaded
3PB specimen of 4340 steel to generate caustics from which one could determine the local
fracture parameters by observing the caustics generated in their dynamic experiments. Input
loads to the analysis were taken from an instrumented load tup, while fracture initiation
was assumed to occur when the observed caustic changed shape, indicating a change in the
character of the local deformation field. Kobayashi and Yung (1988) used remotely mea­
sured loads as input to a finite element analysis of a drop tower loaded 3PB specimen of an
alumina ceramic in crack propagation tests. Yokoyama and Kishida (1988) used the
remotely measured applied and support loads as input to a finite elment analysis of drop
tower loaded 3PB specimens of aluminium and titanium alloys, with loading rates on the
order of I x 106 MPa m l2

S-I.

1.2. Present work
Sharpe et al. (1988) and Tregoning et al., (1992) used the interferometric strain

displacement gage (ISDG) to measure the crack tip opening displacement (CTOD) 100.um
behind the surface crack tip in quasi-static and impact loaded 3PB specimens of 4340 steel
and HYIOO steel. These tests are described in the next section.

In order to obtain fracture toughness measures, these investigators assumed that the
observed CTOD is a direct measure of the stress intensity factor, regardless of loading rate,
and that the loading rate was constant during the dynamic experiment. The quasi-static
fracture tests were used to obtain a CTOD versus load curve to interpret the dynamic
CTOD versus time curve. Fracture initiation was determined using the ASMT E 399 5%
offset method. Using the quasi-static results to obtain the local fracture parameters from
the observed CTOD requires that the static and dynamic fracture specimens be similarly
precracked and that the material is strain-rate insensitive. In order to evaluate the validity
of the Sharpe and Tregoning assumptions, Douglas and Suh (1990) performed rate sensitive,
elastic-plastic. two-dimensional finite element analyses of the dynamic experiments on
HYIOO. The objective of the analysis was to correlate the observed and computed CTOD
values up to the onset of fracture. The results of the analysis were then used to compute
the I-integral numerically. Since crack growth was not modeled, the observed CTOD values
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should have become larger than the calculated CTOD values at a time corresponding to
crack extension. If the fidelity of the finite element model was sufficiently high, the point
where the two curves diverged should indicate crack growth. However, because the pre­
cracking procedure (which gives rise to residual plastic stresses at the crack tip) was not
modeled, the initial 4 J.lS of the calculated CTOD versus time curve did not match the
observed data.

Premack and Douglas (1993) extended the analysis to include these precrack effects.
The analysis method used the load point displacement from a coarse three-dimensional
impact model and applied it to a refined two-dimensional plane stress model which
accounted for the residual stress state due to cyclic fatigue precracking. The observed and
computed CTOD versus time curves were within 10% for the HYIOO steel. However, the
plane stress model exhibited too much closure in quasi-static analyses.

The purpose of this paper is to investigate the ability of a numerical simulation of the
experimental method of Tregoning et al. (1992) to determine the dynamic fracture toughness
of ductile materials. This paper extends the work by Douglas and Suh (1990) and by
Premack and Douglas (1993) by using a dynamic, three-dimensional analysis with a finite
element model having the resolution necessary to obtain the CTOD. Specific features of
the experiment are investigated, including the sensitivity to different measurements and the
effect of rate sensitivity. Also examined is how the analysis can guide further experiments.

2. FRACTURE EXPERIMENTS

2.1. ISDG method
The ISDG developed by Sharpe (1970) used the interference pattern produced by the

illumination of two small reflective indents with coherent light (Fig. I) to determine the
distance change between these two indents. The interference pattern oscillates from bright
to dark, as observed from a stationary point PJ, as d, the distance between the indents,
changes. By observing the fringe patterns from two locations, PI and P2, rigid body motions
in the y-direction can be eliminated by averaging the changes in fringe intensity. The change
in the distance between the indents is

M=bM I +bM2 A.
2 sin (xo

(I)

where bM I and 3M2 are the changes (bright to dark) in the fringe intensity as observed
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Fig. I. A schematic of the interferometric strain displacement gage.
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from PI and Pc, I. is the wavelength of the coherent light source and :xo is the angle between
the light source and the indent surface. The ISOG indents were formed in the specimen
using a Vickcrs hardncss tester with a pyramid-shaped diamond stylus. The fringe intensities
are recorded using photomultiplier tubes connected to a digital oscilloscope. A He-Ne laser
with I. = 0.6329 fim and :xo = 47 was used, which results in a 0.5 fim resolution in CTOO.

2.2. Fracture fesfs

The quasi-static tests followed the standard ASTM E 399 procedure. Precracked 3PB
specimens of 4340 steel were subjected to quasi-static loading. The specimen dimensions
are shown in Fig. 2 while the chemical and physical properties are provided in Tables land
2, respectively. Results of the quasi-static fracture test are shown in Table 3-note that the
specimen dimensions are adequate for a valid plane-strain fracture test.

The impact fracture tests used specimens of the same dimensions and preparation as
in the quasi-static tests. The dynamic load was applied by an aluminum cylindrical projectile
(with a mass of 52 g) traveling at a nominal velocity of 45 m S-I, which impacts a hardened
steel tup held in place against the specimen by a Teflon ring (Fig. 2). The CTOO data were
recorded after the distance between the indents increased by 0.5 fim. To determine the
projectile's speed, its trajectory crossed the optical path between two photodiodes located

Tahle 1. Chemical composition of 4340 steel (percentage)

C Mn Si S P Ni Mo

041 O.S 0.24 0.004 0.012 1.85 0.22

Tahle 2. Mechanical properties of 4340 steel

Elastic modulus
(GPa)

226

0.2"/" yield stress Hardness Density Poisson's
(MPa) (Rcl (kg m-') ratio

1530 52 7.88x1O' 0.291

Table 3. Quasi-slatic fracture test results (Sharpe and Shapiro. 1988; Tregoning eI af.• 1992)

Test
number

Crack length
(mm)

K'i
(MPa m' ')

Valid
(Kk )

i-integral
(kPa m)

COD 14 6.41 3.3S 51 Yes II Yes
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at a known distance and a laser. The speed was determined by measuring the time interval
between the change in the output of each photodiode.

3. FINITE ELEMENT ANALYSIS

3.1. Overview
One difficulty in obtaining finite element results which replicate the observed (quasi­

static) CTOD is that the specimen has been precracked, resulting in an asymmetric, curved
crack front (see Fig. 3) and residual stresses on the crack faces. Because the CTOD is
measured 100 /.lm from the surface crack tip while the crack curvature, the difference
between the surface and center-line crack lengths, is on the order of 5% of the specimen
thickness, this measurement is sensitive to the crack curvature. Additionally, since the
indents are placed in the wake of the fatigue precrack, the CTOD will be influenced by the
residual plastic stresses due to crack closure. A quasi-static analysis that does not model
the closure will exhibit a greater CTOD at a given load than the observed CTOD. Similarly,
a dynamic analysis that ignores the precrack closure effects will result in a crack which
opens prematurely. This difference in the time corresponding to the onset of crack opening
is important because the local stress fields increase rapidly with time and also because the
experiment used a 0.5 /.lm change in the CTOD to trigger the onset of data collection.

The three-dimensional finite element analyses presented here model both the curved
crack front and the residual stress state. Analyses with different crack lengths and which
ignore the precrack effects are also run to demonstrate their effects on the local crack tip
fields. In addition, analyses are performed to determine the sensitivity of the CTOD to
measurement location, material properties, projectile speed and tup geometry. These analy­
ses provide error estimates for the fracture toughness (the J-integral) and can be used
to guide further experiments. The finite element programs NIKE3D (Maker, 1991) and
DYNA3D (Whirley, 1991) from the Lawrence Livermore National Laboratory (LLNL)
are used to perform the quasi-static and dynamic analyses, respectively. INGRID (Christon
and Dovey, 1992), a preprocessor, prepares the input files for NIKE3D and DYNA3D.
Taurus (Spelce, 1991) is a post-processor, which displays the results graphically. NIKE3D
is a three-dimensional, implicit, non-linear finite element code, while DYNA3D is a three­
dimensional, explicit, non-linear finite element code both of which account for finite defor­
mations and large displacements. DYNA3D uses the central difference method to integrate
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Fig. 3. The crack length versus thickness for the dynamically loaded 4340 steel specimen. The
curvature produced by precracking appears more pronounced than it actually is due to scale

differences.
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the equations of motion (Belytschko, 1983). Because the central difference method is
only conditionally stable, DYNA3D automatically adjusts the integration time step each
iteration. One particularly important feature of the codes is the ability to pass a statically
initialized model from NIKE3D to DYNA3D. All programs are executed on a Sun Spare
Station 10 model 41 with 128 Mbyte of RAM and 4 Gbyte of disk space.

3.2. J-integral
The i-integral, or non-linear energy release rate, proposed by Rice (1968), has been

shown to characterize the fracture toughness of materials by Begley and Landes (1972).
The i-integral is used for ductile materials when the restrictions imposed on the fracture
toughness by linear fracture mechanics assumptions requires an impractical specimen size.
For materials obeying the Ramberg-Osgood material law, the i-integral has been shown
to be the amplitude of the Hutchinson, Rice and Rosengren (HRR) field singularity
(Hutchinson, 1968; Rice and Rosengren. 1968). The path independence of the i-integral
requires that the material be loaded monotonically and proportionally where deformation
theory plasticity holds. The i-integral has been extended to include inertia forces, body
forces and thermal effects by Aoki et al. (1980, 1984), Atluri (1982) and Nakamura et al.
(1985b). It has also been extended to three dimensions to provide a point-wise evaluation
of the i-integral along the crack front (deLorenzi, 1982; Sakata et al. 1983).

The i-integral is computed numerically using the method of virtual crack advance
developed by Parks (1977) and Hellen (1975). The average value of the i-integral without
crack-face tractions, thermal effects or body forces is

(2)

where V is the domain surrounding the crack front, (Ju is the stress, u, is the displacement,
p is the mass density, U is the strain energy density, t is time and q, is the virtual displacement.
Lowercase subscripts indicate a summation from one to three. The virtual displacement q,
must be unity on the crack front. zero on the boundary and differentiable in the domain.
Shih ('( al. (1986) performed numerical tests using two virtual displacement functions: the
plateau function having unity inside the boundary and zero on the boundary and the
pyramid function having unity on the crack tip, zero on the boundary and linearly inter­
polated for positions in-between. They found the two functions to have little effect on the
values of the i-integral.

Equation (2) is integrated numerically over all the elements in the domain using a i­
integral post-processor from the Lawrence Livermore National Laboratory which was
modified to perform dynamic calculations. The plateau function is used to calculate the
virtual displacements. The integrand is evaluated at the centroid of each element, while the
field quantities are obtained from the Taurus plot files produced by NIKE3D and DYNA3D
analyses. For the quasi-static analyses, the strain energy density is integrated in the i­
integral post-processor, while for the dynamic analyses the strain energy is obtained directly
from DYNA3D.

3.3. Precrack Modeling
The finite element method has been used to simulate fatigue cracks by Kobayashi et

al. (1973), Andersson (1975) who modeled growing cracks, and Newman (1976) who
simulated the crack closure caused by a growing cyclically loaded crack. McClung and
Sehitoglu (1989a,b) performed numerical tests to determine the sensitivity of the mesh size
around the crack tip on the crack closure loads for two-dimensional, plane-stress models
using four-node bilinear elements. They suggested that the crack growth distance be less
than 0.10 times the plastic zone radius in front of the crack tip at maximum load.

3.4. Finite element analysis offracture tests
The 3PB specimen is modeled using 8000 eight-node brick elements (Fig. 6). The model

is used in both the quasi-static and dynamic analyses. Symmetry about the xy-plane and
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yz-plane allowed for modeling only one-quarter of the specimen. The model has four layers
of elements parallel to the XI-plane with normalized:: locations of 0.0,0.48,0.90,0.97 and
1.0. Nodal spacing around the crack tip was 25 Jim to capture the CTOD at the indents.
Because the actual specimen is precracked, it contained a curved crack front. The curvature
was measured (Fig. 3) and modeled. A focused mesh. where crack tip elements are collapsed
to wedges, is not used because the precrack was modeled. The 3PB specimen support was
modeled using a block with a sliding surface that allowed for separation.

The quasi-static analysis uses only the 3PB model described above in which the elements
have trilinear interpolation functions with constitutive equations solved at the eight Gauss
points. The 4340 steel is modeled as elastic plastic using the J, incremental plasticity material
model with isotropic hardening. The stress -strain curves (Fig. 4) were obtained from
uniaxial tension tests (Shapiro, 19X7). The plastic portion of the 4340 curve is input to
NIKE3D pointwise as the stress versus the effective plastic strain, while the Broyden­
Fletcher-Goldfarb- Shanno (Matthies and Strang. 1979) option in N lKE3D is used to
solve the non-linear analysis. The experimental load is modeled with a uniformly distributed
nodal load applied over an area I mm long by the beam thickness. For completeness, the
quasi-static finite element simulations continuc to load thc specimen to ~ 120% of the
maximum experimentally applied load.

The experimental precracking procedure is modeled by growing a crack from the
straight notch to the (observed) curved crack front. a distance of approximately 1.2 mm,
by sequentially releasing the nodes of 16 crack fronts while adjusting the load based on the
actual fatigue loads. The loads are not cycled. as was performed experimentally, since this
was beyond the computational limits of the combined software and hardware. The crack
growth increment for the final 225 pm of crack length was tJ.a = 25 Jim. The forward length
of the plastic zone in front of the crack tip is approximately 125 Jim at full load. While the
crack growth increment is larger than that suggested by Mcel ung and Sehitoglu (1989b)
for two-dimensional, bilinear, plane stress elements. finite element tests showed that nodal
spacing less than 25 pm caused little change in the CTOD curves for non-precracked quasi­
static and dynamic models. Once the crack is grown, the applied load is reduced to 10 N
and the current stress and displacement state is written to the DYNA3D initialization file.
The precracking takes about 100 load increments using 60 h of CPU time, 200 Mbyte of
disk space and 90 Mbyte of RAM.

The dynamic analyses model the experiment using the beam described above together
with a 2000 element tup and 2000 element projcctilc. The clements use trilinear functions
to interpolate the displacemcnts and have constitutive equations solved at their centers.

SAS 32 17-1B-V
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DYNA3D uses a kinematic viscosity to control element hourglassing. The default value of
0.1 is used. The observed projectile velocity of 43.82 m s -1 is used as the initial condition
for the finite element simulations. The tup is modeled as linearly elastic and projectile as
elastic-plastic. The 4340 steel is modeled as elastic-plastic with isotropic hardening. The
plastic portion of these curves is input to DYNA3D pointwise as the universal stress strain
curve (Fig. 4). While 4340 is relatively rate insensitive (Syracuse University Research
Institute, 1963), both rate insensitive and rate sensitive models are run. The relate sensitivity
is modeled by providing the normalized yield stress versus plastic strain rate in pointwise
form (Fig. 5). Contact surfaces between the projectile and the tup, tup and the beam, crack
face and stone wall and the beam and the support are modeled as frictionless.

A typical dynamic analysis of 18 f.1s requires approximately 5 h of CPU time using 150
Mbyte of disk space. The time step ranged from 3.0 to 2.3 ns, with a total of 7000 time
steps with state data written every 0.2 f.1S.

4. RESCLTS AND OBSERVATIONS

4.1. Quasi-static
The objective of the finite element analysis of the quasi-static fracture toughness

experiment is to obtain CTOD values which correlated well with the observed CTOD versus
load curves. up to the onset of fracture. If the numerical simulation is able to produce a
CTOD versus load curve that is close to the experimentally observed curve, then this verifies
that the material model, simulation of the precracking procedure and mesh are appropriate.
The CTOD versus load responses for the precracked and non-precracked finite element
models and the quasi-static observed data are shown in Fig. 7. The CTOD as observed and
computed for the precracked model correlate very closely up to 2.0 kN, after which the
observed CTOD values become larger. At the critical load of 3.38 kN (Table 3) at which,
according to the ASTM E 399 procedure, fracture initiation occurs, the observed CTOD
curve deviates significantly from the precracked model curve.

The non-precracked finite element model (Fig. 7) provides an upper bound to the
CTOD versus load curve before fracture initiation, since there is no closure effect. The
effect of the residual plastic stress state due to the prepacking procedure on the CTOD
vanishes at about 2. I kN, where the precracked and non-precracked CTOD versus load
curves are essentially parallel. The smaller CTOD for a given load in the precracked model
is due to the residual plastic deformation, which was first observed by Elber (1970), which
provides a closure stress retarding the crack opening.
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Using the load of 2.0 kN as the point of deviation between the observed and computed
CTOD versus load responses as an indication of fracture initiation, the J-integral is approxi­
mately 4.0 kPa m, which is about 64% less than the plane strain derived value of II kPa m
(Table 3). The divergence of the observed and precracked model CTOD versus load curves
could be caused by the crack extending or by modeling deficiencies. At indent locations
±25 ~m (from the nominal 100 ~m behind the surface crack tip) the CTOD versus load
response is ± 20% of the CTOD computed using the location at 100 ~m (see Fig. 8). Figure
8 therefore shows the sensitivity of the CTOD to a change in crack length or an error in
modeling the indent location with respect to the crack tip. A crack growth of 25 ~m (see
Fig. 7) in the load range from 2.0 to 3.0 kN would produce a new CTOD versus load curve
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with approximately the same slope as 1he obsen cd CTO D versus load curve. However, the
initial deviation at 2.0 kN is most probably due to the model not capturing the deformations
at the crack tip accurately. since this load corresponds to the point at which the plasticity
around the crack tip becomes significant. In either case, there is a close agreement between
the observed and precracked models in the 0.0 2.0 kN range. This indicates that, at least
for local stress conditions analogous to a load of less than 2.0 kN, the finite element mesh
and modeling of the precrack is appropriate. This means that these features can reliably be
used in a dynamic analysis. However. any dynamic analysis will require a strain-rate
dependent material law to describe the elastic plastic behavior of the 4340 steeL

4.2. Dynamic ana!rsis
Four different finite element simulations of the dynamic fracture test are compared

with the observed dynamic CTOO versus time response. The simulations are: with and
without a precrack: and with and without material strain-rate sensitivity. The data are
plotted with respect to two different times. normalized and experimentaL In the finite
element analysis, time begins (I = 0) when the projectile impacts the tup. Normalized time
(Nakamura cf af.. 1986a) is computed from this analysis time, by shifting time zero to the
instant that the stress waves have propagated through the tup and the tup impacts the
beam, and then normalized by (th, where (I = ,(t'p) is the longitudinal wave speed, Eis
the modulus of elasticity, p is the mass density and h is the height of the specimen. This
normalized time is used to compare each of the four different finite elemental models
presented here and allows comparison of these results with other experiments and analyses
in the literature. Experimental time, measured in microseconds, begins when the CTOD
reaches a value of 0.5 pm. which was the value used in the experiment to trigger data
collection.

The major result of each of the four tintte element analyses (with and without a precrack
and with and without strain-rate sensitivity) i, the eTOD versus time. A comparison of
the four different computed CTOD versus experimental time curves and the observed
CTOD versus time response is given in Fig. 9. The rate sensitive prepacked model correlates
very well with the observed data. There is no significant difference between these two curves,
indicating that fracture initiation was unlikely during the time that the CTOD was recorded.
Assuming that fracture did not occur before 10 ,us, the dynamic fracture toughness of this
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and with and without a prccrac~. The prccracked strain-rate sensitive model is in close agreement
with the observed data. Therc i,; no imlicall0n llf fract me initiation during the observed time interval

(() < I < 10 liS).

4340 steel is at least 25 kPa m (see also Fig 12) compared with an ASTM E 399 derived
quasi-static fracture toughness of approximately II kPa m (sec above). The fracture tough­
ness appears to be rate sensitive. The increase in the fracture toughness of AISI 4340 VAR
steel has been noted by Zehnder and Rosakis (1990), Chi I't al. (1989) and Godse et al.
(1989).

The necessity for modeling the precracking procedure. which results in residual plastic
strains local to the crack tip. is demonstrated in Fig. 10. where the CTOO versus normalized
time for the four models is shown. The precracked models (both rate sensitive and rate
independent) open at ~ 1.1 lei h.later than both the corresponding non-precracked models.
The precracking procedure has no effect on the .I-integral. as shown in Fig. II, where the
i-integral versus normalized time for each of the four models is shown.

The difference between the CTOO versus experimental time and normalized time can
be seen by comparing Figs 9 and 10. In Fig. 9. the CTOO is plotted versus experimental
time, that is in microseconds. beginning when the CTOO is 0.5 lim. In Fig. la, the same
CTOO values are plotted versus normalized time which beings when the tup impacts the
beam. This is also evident in comparing Figs 12 and II. While it is clear from Fig. II that
the i-integral is independent of the precrack procedure. in Fig. 12 the time shift (imposed
by the experiment) obscures the fact th,it both of the rate sensitive models (closed symbols)
and both of the rate independenl models (open symbols) have i-integral versus time
responses which are indeed identical.

The effects of the material strain-rate sensitivity on the response of the fracture speci­
men are considered next. The dynamic load applied by the tup to the beam is shown in Fig.
15. At around 0.7 tc1 :h. the strain-rate effects at the load point become significant and the
dynamic load on the rate sensitive model begins to exceed the load on the rate independent
model. At around 4 tc[h. the material at the load point can no longer support an increase
in load in both the rate sensitive and rate independent models. A maximum load of 35 kN
is achieved for the rate sensitive model. which is about 15'10 greater than the maximum
load on the rate independent model. The strain rates around the crack tip are on the order
of 104 s -I, giving rise to approximately a 30% increase in the local flow stress which would
tend to decrease the deformations. in particular the CTOO. However, in Fig. 9, the
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Fig. 11. The i-integral versus normalized time (four models). The i-integral is not affected by the
precrack stresses, but the rate of change of the i-integral is higher for the rate sensitive than the rate

insensitive models.

CTOD computed for the rate sensitive material is greater than that computed for the rate
independent material model. This is because the rate sensitive model provides greater
stiffness at the point ofload application, transmitting more load into the specimen, resulting
in an increase in the CTOD. While the computed CTOD (versus experimental time) for the
rate sensitive model is about 10% greater than the CTOD for the rate independent model,
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Fig. 13. The i-integral versus CTOD for observed, precracked quasi-static and precracked dynamic.
strain-rate sensitive and strain-rate independent analyses. The linearity of the curves after 4 /lm

demonstrates that the CTOD is measured in the i-dominant region.

the increase in the i-integral for the rate sensitive model is about 25% over the rate
independent model (after 6 flS) as shown in Fig. 12.

The validity of using a quasi-static i-integral versus CTOD curve to obtain the fracture
toughness from the observed CTOD in a dynamic experiment is examined in Fig. 13. The
i-integral is plotted versus CTOD for three precracked models~quasi-statical1y loaded,
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dynamically loaded rate sensitive and rate independent models as well as the .I-integral
based on plane strain and plane stress using the observed loads from a quasi-static fracture
test. Comparing the quasi-static and dynamic models with a rate independent material
response, the .I-integral versus CTOD response is within 8%. This means that, for rate
insensitive materials, the CTOD observed in a dynamically loaded experiment may be used
to determine the local fracture toughness (to within 10%) through the value of the static
.I-integral which corresponds to the CTOD. Reasons for the 8°Ir, difference between the
quasi-static and rate independent dynamic responses include the effect of differences in
their T-stress (see below).

The differences between the .I-integral based on plane strain and plane stress (open
circle symbols) and the precracked quasi-static (plus sign symbols) I-integral versus CTOD
curves starting at about 5.0 pm (Fig. 13) are caused by the precracked quasi-static analysis
not matching the observed response after 5.0 Jim (Fig. 7).

In Fig. 13, for CTODs exceeding 6 /1m, the slope of the .I-integral versus CTOD
response produced by the rate sensitive model is larger than any of the other models. Since
this difference exceeds 15'%. rate sensitive material behavior would preclude the use of any
quasi-statically derived value of the toughness from the CTOD. Also, there is an apparent
increase in the dynamic fracture toughness above the static initiation toughness independent
of whether or not the material is modeled as rate sensitive or not. This can also be seen by
comparing the maximum CTOD observed in a quasi static test of II JIm (Fig. 7), with that
observed in a dynamic test of 16 /1m (Fig. 9).

A critical issue with fracture tests is that measurements be made such that the crack
tip fields can be determined directly. In the impact fracture tests discussed, the test ends
before the critical transition time after which remote measures ofload define the local stress
fields (Nakamura 1'1 al., 1986b). The kinetic energy is monotonically increasing (Fig. 18)
throughout the test so remote measures of load cannot be used to determine the fields local
to the crack tip. However, the use of the CTOD does provide a direct measure of the I­
integral as shown in Fig. 13. The CTOD. as defined by Tracy (1976), was shown by Shih
(1981) to be linearly related to the .I-i ntegral. Tracy's definition of the CTOD can also be
shown to be linearly related to the .I-integral using the Dugdale strip yield model. In the
experiments being discussed here. neither of these analyses are valid since the HRR­
dominated region does not engulf' the location of the indents and because the material does
strain harden. However. as shown in Fig 13. the observed CTOD versus .I-integral
response is linear after the CTOD exceeds SlIm. when a controlling .I-dominated region is
established.

Sharpe 1'1 al. (1988) assumed that the loading rate K, was constant and the CTOD was
a direct measure of the stress intensity factor during the experiment. allowing them to use
the ASTM E 399 5'/,;, offset method on the CTOD versus time curve to determine the
fracture toughness. In Fig. 14. the st ress intensity factor K, is plotted versus normalized
time for the precracked rate sensitive and rate independent models. Evidently, their assump­
tion of a constant K, is valid since the loading rate is approximately 7 x 106 MPa m'2 S-1

and remains fairly constant after the loading starts to open the crack. However, they also
assume that the stress intensity factor K, is linearly related to the CTOD, which is a much
weaker assumption (See Fig. 13).

The rate independent and quasi-static analyses produce .I-integral versus CTOD curves
(Fig. 13) that are very close. However. the contours of von Mises surface stress for the two
analyses are different (Fig. 17) at 15 liS or a CTOD = 11.5 pm. In Fig. 17, the dashed lines
emanate from the crack tip and pass through the maximum extent of each plastic stress
contour line. The angle between the dashed lines and the dotted line (), (from the quasi­
static response) is greater than Ii, (from the dynamic rate insensitive response). On the
other hand. the near tip stresses are very close inside a radius of .~ 100 lim.

The difference between the static and rate independent surface may be accounted for
by the effect of the T-stress (Larsson and Carlsson, 1973). which is a uniform non-singular
stress acting parallel to the crack faces in the direction of the crack in mode I. A similar
stress term was used by Irwin (195~) in his numerical analysis of an experiment by Wells
and Post (195S) involving the photoelastic analysis of running cracks. Rice (1974), using
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the two-dimensional expansion of the asymptotic stress fields around a crack tip, defined
the T-stress as

[
(J."

(J \-~

(J\rl K[f~x(e) j~I.(e)l [T
(J" = Jr j~\(e)f,,(e) + 0

~l+higher order terms, (3)

(Jij are the Cartesian stress components, K is the mode I stress intensity factor, r is the
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distance from the crack tip, 8 is the angle from the crack, the functionsl,(8) are given by
the elastic solution and T is the T-stress. Rice showed that the T-stress controls the
orientation of the plastic stress contours with the crack faces. The larger the T-stress, the
larger 8 becomes. A comparison of the stresses acting parallel to the crack faces for the
quasi-static and strain rate independent models for the same CTOD of 11.5 Jim is shown
in Fig. 16, where the (TIT contour lines are shown for the quasi-static and rate independent
models on the left and right of the crack face. respectively. The shapes and locations of
contour lines labeled D, E and F from the quasi-static model are very close to the shapes
and locations of contour lines labeled B. C and D from the dynamic model, indicating that
the quasi-static model has a superimposed "c' of 0,4 MPa larger than the dynamic model
that is uniform around the crack tip. The difference in the i-integral versus CTOD curves
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Fig. 19. The effect of projectile speed on dynamic CTOD versus normalized time. The larger the
projectile speed. the earlier the maximum load will be applied to the specimen.

for the quasi-static and rate independent models (Fig. 13) can also be explained by the T­
stress effect. Following Rice (1974) again. the T-stress has no effect on the I-integral, but
it does affect the CTOD. Larger values of the T-stress will produces smaller CTOD values
for a fixed value of the I-integral. For a given value of the I-integral greater than 10 kPa
m (Fig. 13), the CTOD for the quasi-static model is less than the CTOD for the rate
independent model, because the quasi-static model has a larger T-stress than the rate
independent model (Fig. 16).

The effects of the projectile velocity and tup contact area are shown in Figs 19 and 20,
respectively. Figure 19 shows the response of the CTOD and contact load versus normalized
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Fig. 20. The e/fect of tup contact area on the CTOD and a dynamic load for precracked rate
sensitive model. The large tup had a 50''l, larger contact area than the tup lIsed in the experiment.

The tup contact area controls the maximum dynamic load.

time for two projectile velocities. A 5'1<, dccrcasc in the projcctile speed causes a negligible
change in the CTOD and load. Figure 20 shows the response of the CTOD and contact
load versus normalized time for two tup areas. A 50°/', increase in the tup areas causes a
30% increase in the CTOD after ~ 4 ttL/h. The larger tup also increases the rate at which
the maximum load is attained.

5. CONCLl ~SIONS

Three-dimensional, dynamic. rate scnsitive. elastic plastic finite element analyses of
an impact fracture toughness test of a 3PB specimen of 4340 steel were performed in order
to determine the effect of impact loading rates on the initiation fracture toughness of 4340
steel. As a measure of the tldelity of the simulation the observed CTOD. as measured 100
pm behind the crack tip, was compared with computed values. The tlnite element simu­
lations were used to obtain local crack field quantities (such as the i-integral) and estimate
the fracture initiation time.

The effects of the residual plastic stresses and curved crack front due to the fatigue
precrack on the CTOD were modeled by growing a crack in the tlnite element model
before applying the impact load. The analyses showed that the tlnite element model which
accounted for rate sensitive material behavior correlated very well with the observed
dynamic CTOD versus time curve and that there was no indication of fracture initiation in
the experimentally observed 10 JiS. A rate independent analysis was also in reasonable
agreement with the observed CTOD. but produced a i-integral ~ 25% lower than the rate
sensitive model. These tlnite element analyses show that the time evolution of the i-integral
is affected by the rate sensitivity of the material. More importantly, while the quasi-static
i-integral was II kPa m at initiation (as detlned by ASTM E 399), in the impact loaded
3PB specimen, the fracture toughness. as measured by the i-integral, is at least 25 kPa m.

Since the CTOD is measured so close to the crack tip (100 Jim back from the surface
crack) it is within a region that becomes dominated by the local crack tip tlelds at a time
of ~ 2 tel/h. While this CTOD measurement is not a direct measure of these HRR tlelds,
it is in the i-dominated zone since the i-integral is very close to linear in CTOD. If the
4340 steel is assumed to be rate independent. than a quasi-static analysis could be used to
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determine the i-integral from the dynamic CTOD; however, the finite element analyses
done here show that thc T-stress in the quasi-static finite element model is greater than that
found in the rate independent dynamic model. The T-stress changes the shape of the of the
plastic zone around the crack tip and aflccts the CTOD for a given i-integral.

The finite element analyses presented here provide a useful tool for guiding further
experiments of the type performed hy Tregoning ('{ (I/. (1992), If observation of the CTOD
is to be used in conjunction with a finite clement simulation to obtain local field information,
including the i-integral. then the indents should be placed further back from the crack tip
to provide more than an order of magnitude more CTOD than the resolution of the
measuring device (such as the ISDG) while still remaining inside the i-dominated region,
This will enhance the accuracy of the measurements and minimize any inaccuracies in the
modeling of the precrack and due to the three-dimensional effects very near the crack tip.

Once the correlation of the finite clement model and the experiment had been estab­
lished, the observation point (in this case the ISDG indents) could then be moved very
close to the crack tip to use them to detect fracture initiation in much the same way as
strain gages have been used to measure the time at which fracture initiation occurs. In these
3PB experiments, the projectile speed and tup contact area controlled how fast the maximum
applied load was attained and therefore the loading rate.
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